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Recall: Toward “Modern” AI

• Classical AI Limitations:

– Knowledge Acquisition Bottleneck, Brittleness

• “Modern” directions:

– Situatedness, embodiment

– Learning from data (machine learning)

– Probability



?

Learn function from x = (x1, …, xd) to f(x) {0, 1}
given labeled examples (x, f(x))

x1

x2



DEFINE:
• Set X of Instances (of n-tuples x = <x1, ..., xn>)

– E.g., days decribed by attributes (or features):
Sky, Temp, Humidity, Wind, Water, Forecast

• Target function y, e.g.:
– EnjoySport X  Y = {0,1} (our running example)
– HoursOfSport X  Y = {0, 1, 2, 3, 4}
– InchesOfRain X  Y = [0, 10]

GIVEN:
• Training examples D 

– examples of the target function: <x , y(x)>

FIND:
• A hypothesis h such that h(x) approximates y(x).

General Machine Learning Task



Hypothesis Spaces

• Hypothesis space H is a subset of all y: X  Y e.g.:
– Linear separators
– Conjunctions of constraints on attributes (humidity 

must be low, and outlook != rain)
– Etc.

• In machine learning, we restrict ourselves to H
– The subset thing turns out to be important



Inductive Learning Hypothesis

• Any hypothesis found to approximate the target 
function well over the training examples will also 
approximate the target function well over 
unobserved examples.



Number of Instances, Concepts, Hypotheses

• Sky: Sunny, Cloudy, Rainy
• AirTemp: Warm, Cold
• Humidity: Normal, High
• Wind: Strong, Weak
• Water: Warm, Cold
• Forecast: Same, Change

distinct instances :
distinct concepts:
distinct conjunction-of-constraints hypotheses:

3*2*2*2*2*2 = 96
296
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1 + 4*3*3*3*3*3 = 973





Inductive Bias

• To learn, we must prefer some concepts to others

– Selection bias
• use a restricted hypothesis space

(e.g., linear separators)

– Preference bias
• use the whole concept space, but state a preference 

over concepts (e.g., decision trees)
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Decision Trees represent 
disjunctions of conjunctions

=(Sunny ^ Normal) v Overcast v (Rain ^ Weak)





Decision Trees Inductive Bias

 How to solve 2-bit parity:

 Two step look-ahead, or

 Split on pairs of attributes at once

For k-bit parity, why not just do k-step look ahead?  

Or split on k attribute values?

=>Parity functions are the “victims” of the decision 

tree’s inductive bias.







Overfitting is due to “noise”

• Sources of noise:

– Erroneous training data

• concept variable incorrect (annotator error)

• Attributes mis-measured

– Much more significant:

• Irrelevant attributes

• Target function not deterministic in attributes



Irrelevant attributes

• If many attributes are noisy, information 
gains can be spurious, e.g.:

• 20 noisy attributes 

• 10 training examples

• =>Expected # of depth-3 trees that split the training 
data perfectly using only noisy attributes: 13.4

• Potential solution: statistical significance 
tests (e.g., chi-square)



Non-determinism

• In general:

– We can’t measure all the variables we need to 
do perfect prediction.

– => Target function is not uniquely determined 
by attribute values



Non-determinism: Example

Humidity EnjoySport

0.90 0

0.87 1

0.80 0

0.75 0

0.70 1

0.69 1

0.65 1

0.63 1

Decent hypothesis:

Humidity > 0.70  No

Otherwise  Yes

Overfit hypothesis:

Humidity > 0.89  No

Humidity > 0.80 

^ Humidity <= 0.89  Yes

Humidity > 0.70 

^ Humidity <= 0.80  No

Humidity <= 0.70  Yes



Rule #2 of Machine Learning

The best hypothesis almost never achieves 
100% accuracy on the training data.

(Rule #1 was: you can’t learn anything 
without inductive bias)



















Hypothesis Space comparisons

Hypothesis Space H # of Semantically distinct h

Rote Learning

MC2 1 + 3k

1-level decision tree k

n-level decision tree

Task: concept learning with k binary 
attributes
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Decision Trees – Strengths

• Very Popular Technique

• Fast

• Useful when

– Instances are attribute-value pairs

– Target Function is discrete

– Concepts are likely to be disjunctions

– Attributes may be noisy








