
Linear Regression

EECS 349

slides from Bryan Pardo, Mark Cartwright;

(also contains ideas and a few images from wikipedia and books by 

Alpaydin, Duda/Hart/ Stork, and Bishop.)



Outline
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 Announcements

 Homework #2 assigned Wednesday (due Wednesday)

 Linear regression



Regression Learning



Why Linear Regression?

 Easily understood/interpretable

 Well-studied

 Computationally Efficient



Linear Regression Assumption
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 Response is a linear function of input, plus Gaussian Noise



Hypothesis Space
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 Each hypothesis characterized by a weight vector w

 Goal: Find a good w

 (One that minimizes some error criterion)



One-dimensional LR



Minimize RSS (sum of squared residuals)



Multivariate Linear Regression





Closed-form solution
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Reading

 Chapter 3 from Elements of Statistical Learning

 https://web.stanford.edu/~hastie/ElemStatLearn/

https://web.stanford.edu/~hastie/ElemStatLearn/

