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Expectation Maximization 

 

 Learning parameters in Bayes Nets is easy if data is 

complete 

 Just counting 

 But what about missing data? 

 We could use our standard “missing data” techniques (use 

mean, median, etc.) 

 But when lots of data is missing, we want to infer missing data 

and parameters simultaneously 

 We can use Expectation Maximization 



Gaussian Mixtures 

Most slides from 

http://www.autonlab.org/tutorials/ 

 

 K classes, each class i produces Gaussian observations 

with mean i  with variance 2I 

 Assume 2I given (for now), and we have lots of 

observations 

 Task: estimate i 

 But, none of the data points are labeled… 



Gaussian Mixtures 

Most slides from 

http://www.autonlab.org/tutorials/ 

 Know 

 K 

 Data 

  2I 

  P(i ) 

 Don’t know 

 Data label 

 Objective 

  Estimate the i 
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The data generated 

Most slides from 

http://www.autonlab.org/tutorials/ 

 

Coordinates 

Label 



Computing the likelihood 

Most slides from 

http://www.autonlab.org/tutorials/ 
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EM at the 10,000 foot level 

 Guess some parameters, then 

 Use your parameters to get a distribution over hidden 

variables 

 Re-estimate the parameters as if your distribution over hidden 

variables is correct 

 Seems magical. When/why does this work? 



Underlying EM: The basic idea 

 EM: Given a guess old  for  , improve it 

 Idea: construct lower bound that equals the true log 

likelihood at old: 



For exponential family  

 

 E step:  

 Use n to estimate expected sufficient statistics over 

complete data 

 M step 

 Set n+1 = ML parameters given sufficient statistics 

 (Or MAP parameters) 



EM in practice 

 

 Local maxima 

 Random re-starts, simulated annealing… 

 Variants 

 Hard EM: set Z to most likely value (e.g. k-means) 

 Generalized EM: increase (not nec. maximize) lower bound in 

each step 

 Approximate E-step (e.g. sampling) 
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φt 

θ 

z 
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LDA: Math Version 

 For each topic t 

 Choose distribution φt ~ Dirichlet(β) 

 For each doc 

 Choose θ ~ Dirichlet(α) 

 For each token i 

  choose topic zi ~ Mult(θ) 

  choose word wi ~ Mult(φzi
) 

  

 Exact inference is intractable 

 We will use a collapsed sampler that integrates out φ and θ  

 [Griffiths and Steyvers, 2007] 
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Inference 

 Variational and sampling-based methods exist 

 

 Simple collapsed Gibbs sampling approach: 

 Initialize all topic variables zi randomly to one of K topics 

 For each sampling pass 

 For each token i 

 Sample a new value for zi given all other topic variable assignments 
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Sampling Distribution 

 P(topic z | word w, doc d) ∝
𝑛𝑧

𝑑+𝛼

𝑛.
𝑑+𝛼𝐾

𝑛𝑧
𝑤+𝛽

𝑛.
𝑤+𝛽𝑉

 

 

 𝑛𝑧
𝑑 = number of times topic t assigned in doc d 

𝑛𝑧
𝑤 = number of times topic t assigned for word w 

 K = number of topics 

 V = number of unique words 

 𝛼, 𝛽 : Dirichlet prior hyperparameters 
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Example Inference 
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