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Topics

- Language mechanisms
  - New syntax for functional programming: expressions, values, conditionals, variables, functions
  - Imperative programming: statements: sequencing, iteration
  - Mutation: objects, assignment
  - Memory allocation on the stack and the heap
  - Representing information with structs, arrays, pointers
  - Static types, type erasure, generics

- Design techniques
  - Data abstraction: defining our own types
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- Engineering practices
  - Testing: for gaining confidence in our software
  - Debugging: to see what's happening in memory
  - The Unix shell: a compositional user interface
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- No cheating…
Academic honesty

In CS 211, we take cheating very seriously.

- Cheating is when you:
  - Receive help of any kind on an exam (except from authorized course staff)
  - Give help of any kind on an exam
  - Share (give or receive) homework code with anyone who is not your official, registered partner
  - Obtain code from an outside resource, such as Stack Overflow

- Please don’t do these things, because:
  - If you don’t write code, you won’t learn; try to embrace the struggle!
  - All cheating will be reported to the relevant dean for investigation

- If unsure about your particular situation, ask the instructor or other course staff
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- If you’re considering dropping, come talk to me first.
- The only prereq is CS 111, so if you succeeded there then you do belong here.
- If you find the course difficult, that’s because it’s difficult.
- Be kind to each other.
I try not to make fun of people for admitting they don't know things.

Because for each thing "everyone knows" by the time they're adults, every day there are, on average, 10,000 people in the US hearing about it for the first time.

\[
\text{Fraction who have heard of it at birth} = 0\%
\]

\[
\text{Fraction who have heard of it by 30} \approx 100\%
\]

\[
\text{US birth rate} \approx 4,000,000/\text{year}
\]

\[
\text{Number hearing about it for the first time} \approx 10,000/\text{day}
\]

If I make fun of people, I train them not to tell me when they have those moments. And I miss out on the fun.

"Diet Coke and Mentos thing"? What's that?

Oh man! Come on, we're going to the grocery store.

Why?

You're one of today's lucky 10,000.
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{
    return false;
}
```

Preexamination!

Suppose each function is called with an arbitrary integer value. Circle *all possible* outcomes:

- **T** The function returns *true*
- **F** The function returns *false*
- **A** The program terminates abnormally (a crash!)

```cpp
bool g(int z)
{
    return false;
}
```

**T F A**
Prexamination!

Suppose each function is called with an arbitrary integer value. Circle all possible outcomes:

- T The function returns true
- F The function returns false
- A The program terminates abnormally (a crash!)

```cpp
bool h(int z)
{
    int y = z / 0;
    return false;
}
```

T F A
Preexamination!

Suppose each function is called with an arbitrary integer value. Circle *all possible* outcomes:

- T The function returns `true`
- F The function returns `false`
- A The program terminates abnormally (a crash!)

```cpp
bool h(int z)
{
    int y = z / 0;
    return false;
}
```