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<table>
<thead>
<tr>
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<td>We 6/3</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

* Divided equally.
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- If you’re considering dropping, please talk to me first.
- The only prereq is CS 111, so if you succeeded there then you absolutely do belong here.
- If you find the course difficult, that’s because it is difficult.
- Be kind to each other.
I try not to make fun of people for admitting they don't know things.

Because for each thing "everyone knows" by the time they're adults, every day there are, on average, 10,000 people in the US hearing about it for the first time.

Fraction who have heard of it at birth = 0%
Fraction who have heard of it by 30 ≈ 100%
US birth rate ≈ 4,000,000/year
Number hearing about it for the first time ≈ 10,000/day

If I make fun of people, I train them not to tell me when they have those moments. And I miss out on the fun.

"Diet Coke and Mentos thing"? What's that?

Oh man! Come on, we're going to the grocery store.

Why?

You're one of today's lucky 10,000.
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<table>
<thead>
<tr>
<th>HW</th>
<th>Difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
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</tr>
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* But really it’s up to you