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Abstract

Human beings have evolved a rich and sophisticated set of processes for engaging with the world in which cognition and affect play two different but equally crucial roles. Cognition interprets and makes sense of the world. Affect evaluates and judges, modulating the operating parameters of cognition and providing warning of possible dangers. The study of how these two systems work together provides guidance for the design of complex autonomous systems that must deal with a variety tasks in a dynamic, often unpredictable, and sometimes hazardous environment.

Introduction:  Affect Matters

Animals and humans have two distinct kinds of information processing mechanisms: affect and cognition. Cognitive mechanisms – mechanisms that interpret, understand, reflect upon, and remember things about the world – are reasonably well understood. But there is a second set of mechanisms, equally important and inseparable – the system of affect and emotion that rapidly evaluates events to provide an initial assessment of their valence or overall value with respect to the person: positive or negative, good or bad, safe or dangerous, hospitable or harmful, desirable or undesirable, and so on. 

Although affect and cognition are conceptually and to some degree neuroanatomically distinct systems, from a functional perspective they are normally deeply intertwined:  they are parallel processing systems that require one another for optimal functioning of the organism. There is some evidence [1] that people with neurological damage compromising their emotional (affective) systems become seriously limited in their ability to organize their day-to-day lives, even while appearing to perform normally on a battery of standardized cognitive tasks. They become ineffective actors in a complex world. Furthermore, psychologists and others interested in Artificial Intelligence have repeatedly urged that affect is essential for intelligent behavior [2] by altering goal priorities and generating interrupts (e.g., [3-5]). 

This paper is intended to start a discussion about how  the study of affect in biological systems might inform the development of autonomous computer systems. We suspect that from a functional perspective, some of the evolutionary forces that presumably led to the emergence of affect in animals are likely to be relevant to the design of artificial systems. However, we view this paper as only setting the stage for further research, realizing full well that it raises many more questions than it answers.

A Model of Affect and Cognition:  Three Levels of Behavior 

In this section we outline the essence of our three-level theory of human behavior, a work that is still in progress [6], after which we discuss how these ideas might be applied to the development of large computer systems or computational artifacts. The ideas we discuss are still incomplete, and their implications for the design of computer systems still quite speculative. Nonetheless, we believe that even our skeleton, incomplete as it is, provides potential lessons for the design of systems that have a variety of tasks and goals, that must run unattended and autonomously, and that need high reliability. Indeed, consideration of the design constraints on autonomous robots was one of the driving forces that led to this work
. 

The three levels that we propose we refer to as the Reaction level, the Routine level, and the Reflection level. Processing at each level serves two different functions: evaluation of the world and things happening in it – affect, and the interpretation of what’s happening in the world – cognition. Higher levels involve greater depth of processing and concomitant slower processing. 
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Figure 1. The Three Level model. Cognitive and affective information flows from level to level. Control information, in the form of activation or inhibition, flows downward. 

The lowest level:  Reaction 

The Reaction level consists of the lowest-level processes. In animals, these are genetically determined and innate. No learning occurs. The Reaction level comprises immediate responses to state information coming from the sensory systems. Its function is the rapid reaction to the current state.

The Reaction level monitors the current state of both the organism and the environment through fast, hardwired detectors that require a minimum of processing. When it detects problematic or dangerous situations, it interrupts ongoing higher-level processing (if there is any), it heightens arousal, and it initiates an immediate response, or response preparation along with a concomitant diversion of resources.

The output from the Reaction level is a set of fast and relatively simple interrupts, affective signals, and motor actions. Because of the rapid and relatively simple processing, the Reaction level cannot determine causes or do much more than respond in a simple pattern-directed manner. This is the earliest level of evolutionary processes, and in simple animals it is the only processing that occurs. In higher animals and humans, interrupts from the Reaction level trigger higher levels of processing (at the Routine and Reflection levels) in order to determine the cause and select an appropriate response. Reponses at the Reaction level can be potentiated or inhibited by inputs from these higher  levels, and they can habituate, reducing sensitivity to expected signals.

The mid-level:  Routine 

In humans, the Routine level is the level of skilled and well-learned, largely “routinized” behaviors. This is the home of most motor skills, including language generation. The Routine level is quite complex, involving considerable processing to select and guide behavior. It must have access to both working and more permanent memory, as well as evaluative and planning mechanisms. Inputs to the Routine level come from the sensory systems, the Reaction level below, and from the Reflection level above in the form of control signals (inhibition and activation). The Routine level can both inhibit and activate Reaction level responses and can pass affective information up to the Reflection level when confronted with discrepancies from norms or routine expectations.

The Routine level performs assessment resulting in values on three dimensions, which are referred to in the scientific literature on affect and emotion as positive affect, negative affect, and (energetic) arousal [12]. Many emotion researchers now agree that positive and negative affect are essentially independent dimensions[13] as when the motivation of a person on a diet to devour a delicious-looking cookie (a source of positive affect) coexists with the motivation to avoid the same, fattening, cookie (a source of negative affect).  

As alluded to above, a key feature of the Routine level is that of default expectations. When these expectations are not met, the system can make adjustments and learn. We return to this point later in our discussion of possible applications. But note the power of expectations in signaling potential difficulties. In people, these trigger affective processes that play an important role at the higher level of processing. 

The highest level:  Reflection 

Reflection is a meta-process in which the mind deliberates about itself. That is, it performs operations upon its own internal representations of its experiences, of its physical embodiment (what Damasio [1] calls the “body image”), its current behavior, and the current environment, along with the outputs of planning, reasoning, and problem solving. This level only has input from lower levels and neither receives direct sensory input nor is capable of direct control of behavior. However, interrupts from lower-levels can direct and redirect Reflection-level processing.

There is some evidence that affect changes the processing mode for cognition. The mechanism is neurochemical stimulation that adjusts the weights and thresholds that govern the operating characteristics of the cognitive mechanisms, biasing them and changing the nature of the ongoing processing. These changes influence how higher-level processing takes place, the locus of attention, and the allocation of attentional resources. Thus, negative affect, especially when accompanied by high arousal, appears to lead to more focused and deep processing – depth-first processing. In the extreme case, this leads to the “tunnel vision” of stress. In contrast, positive affect appears to lead to broad, more widely spread processing – breadth-first processing. This means that people have enhanced creativity when in a pleasurable state [14, 15]. Both changes are, on average, evolutionarily adaptive (one being consistent with increased vigilance, the other with increased curiosity), even if at times they are counter-productive.

Note that we propose that Reflection has only indirect control (mediated through inhibition and activation) over behavior emanating from the Routine level. The mechanisms of this control have been explored more fully by Norman and Shallice [16].

Implications for Machine Design

Our artificial systems today have something akin to the three different levels of Reaction, Action, and Reflection, but they do not distinguish between affect (evaluation) and cognition (understanding). In this section we discuss how a model of affect and cognition along the lines of the one we have proposed might apply to machines. Specifically, we suggest that affect can improve overall systems behavior, particularly in complex or difficult environments.   

The Reaction Level in Machines

Reaction is the home of built-in sensors, usually with pre-wired or pre-programmed, fixed responses. This level is necessary for safety and other critical considerations for which a rapid response is essential. The Reaction level is essential to machine operation, and indeed, is already pretty well recognized and implemented. It is common for computer systems to monitor power and temperature, hardware functioning, and checksums. In robots and other mobile systems, Reaction level devices include contact sensors, and cliff detectors that prevent the devices from hitting other objects or falling down stairs.

In animals, when dangerous conditions are noticed, not only are higher levels of processing notified, but ongoing behavior is often altered. These alterations are generally very simply implemented and the conditions for their elicitation are easily recognized. Machines can profit even from this elementary level of adaptation to important changes in their operating environments, and as indicated above, some do. 

The Routine Level in Machines

The Routine level is the locus of routine computational work and so involves considerable computation and reference to prior events (memory). This differs markedly from analyses at the Reaction level. Thus, the detection of commonplace viruses and intruders require analysis at the Routine level. (As viruses and intruders become increasingly sophisticated, it is more likely that their detection and the corresponding remedial actions will have to be initiated at the Reflection level.)

A key feature of humans and animals is the ability to respond to deviations from norms. Consider the value for computers were they to have some mechanism for recognizing such deviations. Suppose that as programs traversed checkpoints, they were able to detect deviations from reasonable resource and time demands and that the detection of such a deviation would trigger an alarm. In this way, excessive time (or failure) to reach a checkpoint or the use of excessive resources would trigger a search for causes and possible termination of the program. Similarly, too fast an execution or too little use of resources would signal deviant operations. We believe that capabilities of this kind would greatly enhance the reliability and dependability of our computational artifacts. This is likely to be particularly important for autonomous robots.

The Reflection Level in Machines

The Reflection level is the level at which the system continually monitors its own operations
. This is both the highest level of analysis and the weakest in today’s systems. Perhaps the most prevalent use of reflection is in systems that monitor such system behavior as load balance and thrashing. Reflection could lead to restructuring queues, priorities, or resource allocation. Similarly, detection of errant programs usually requires analyses at the level of Reflection. Once again, however, the automatic generation of cautionary behavior or even termination or avoidance of critical jobs does not seem to be common. Autonomous systems must have the flexibility to stop programs that could potentially lead to harm, or that use excessive resources, or that appear to be in a deadlock. 

Example: Redundant Array of Independent Disks (RAID)

Although RAID architectures are designed to offer robust, fast access to data stored in disk arrays, with high reliability, data are still lost. Quite often this results from the attempt to service a disk failure [17]. In theory, a disk failure should do no harm, for RAID arrays are designed to handle this contingency: pull out the failed drive and put in a good one. But every so often the operator swaps out the wrong one, causing a second failure, and so data are lost.

There are several approaches here. One would be to make the RAID safe, even with two failures (e.g., RAID-6). A second would be to design the interface better to minimize such errors. This is clearly a better approach: the value of efficient human-computer interaction is well known, albeit too-seldom practiced. But the first approach comes at a price, namely, increased cost and loss of efficiency. Here is where the affective system would be useful.

Suppose that the loss of a disk drive is detected at the Reaction level and used to trigger an alert: in essence, the system would become “anxious.” Yes, the human operator would be summoned, but here the Routine level would kick in, retrieving past instances where service by the human operator had led to increased problems: this would serve to increase the anxiety level. The result of this increased anxiety would lead to an operations change – to a more conservative approach implemented by a change in policies. Because the margin of safety has been lowered, the system could institute more frequent checkpoint saves, perhaps to a remote location (after all, the RAID is no longer fully trustworthy), and perhaps run a parallel shadow operation, or postpone critical jobs. An alternative operation would be to restructure the RAID on the fly to make it tolerate further disk failure without damage, even at the cost of decreasing its capacity or slowing its operation. 

In other words, why shouldn’t computer systems be able to behave like people who have become anxious? They would be cautious even while attempting to remove the cause. With people, behavior becomes more focused; they tend to engage in depth first problem solving until the cause and an appropriate response are determined. Whatever the response for machine systems, some change in normal behavior is required.

Lack of warning is actually a common problem in automated systems [18]. The systems are well designed to function even in the case of component failure, but they seldom report these failures to higher-level systems or change their behavior. As a result, the human operator – or higher-level monitors of the system –- may be unaware that any problems have occurred even though error tolerance is now much reduced. Occasionally, further failures carry the system over the threshold of recoverability, often leaving the human operator to cope with the resulting unexpected emergency. 

If systems followed the human model of affect, all failures would be reported, and just as in a person, a rising level of anxiety would trigger a change in focus and behavior at higher levels, preparing for eventual disaster, thereby minimizing its impact or possibly avoiding it altogether.

Why Use Affect? Why Not Just Program the System to Safeguard itself against Problems?

For any specific problem that might arise, once that problem is known and understood, the most effective solution will always be to write an appropriate algorithm to deal with it. So why are we proposing the introduction of a new system, that of affect? Why not simply analyze each potential failure and deal with it efficiently.

Normally, when we think about computer systems design, we think in terms of what in Artificial Intelligence are referred to as strong methods, that is, methods that exploit specific domain knowledge and structure. In other words, we think in terms of specific algorithms that solve specific problems by incorporating substantial knowledge about the problem into the algorithm. By contrast, weak methods and heuristics do not incorporate domain knowledge because they are designed to be much more general. The result is that they are generally much slower, much less efficient, and often are not guaranteed to succeed. Weak methods trade efficiency for generality. Thus, for example, hill climbing is a weak method that has great generality, but is often inefficient and can get trapped by local maxima. 

Strong methods are always preferable when the situations are known and understood and the environment predictable and relatively limited in scope. But when these conditions do not hold, weak methods are preferable. Affect is a computationally weak method. Its power lies in its capacity to help deal with unexpected problems, so that it complements strong, algorithmic methods by adding robustness in unanticipated situations. The real world is characterized by uncertainty and variability. For these cases, biology uses weak methods – methods that are general and applicable to a wide variety of situations. As machines become more autonomous and more exposed to uncertainty, affect will become an increasingly appropriate solution for them as well.

Biology, of course, is not without its strong methods. Even humans with their big brains have retained numerous wired-in, efficient responses to particular situations. Reflexes and tropisms respond rapidly to particular stimulus conditions such as lack of support, unbalance, bitter taste, the smell of putrefaction, and hot or sharp surfaces. These are rapid, pattern-driven solutions to specific classes of events. But biology also uses more complex, slower, reflective, problem solving and planning to deal with novel situations. Thus biological systems make rapid responses to situations that require them, and slow, considered responses when circumstances demand them and time permits them. 

Implications 

An affective computer would be able to sense the state of its own operations and that of its environment. It would be able to compare its behavior with its expectations, and it would be able to reflect upon its own operations. It would have knowledge about its own trustworthiness and about that of the other systems with which it interacts, and it would be able to modulate its overall behavior toward better performance by sensing things that are not now taken into account, acting cautiously where appropriate, and aggressively where possible. It would automatically reconfigure itself to take account of increased risk, and continuously be aware of the state of its own health, at least from an infrastructure and computational point of view. 

We propose that by continually sensing its own state and that of its environment, the system would essentially be controlling its level of satisfaction or anxiety. When components needed service, the level of anxiety would rise, for the need for service means that error tolerances are lowered and the very act of service can cause errors. Just as human operators know not to do system maintenance or software upgrade during or just before some critical job needs to be performed, so computer systems themselves should have the same sense of anxiety.  

Imagine a grid computer, assembling a number of machines prior to doing a computation. Suppose that each machine were queried about its state of readiness – in essence, asking “How are you feeling?” The range of possible responses is instructive:

“I had a disk failure in my RAID, so if this is an important calculation, you had better not count on me.”

"I'm feeling a bit anxious because I've had some errors, so I'll be slowed up by the need to do continual checks.” (This response shows how a machine might provide a graded level of service.)

“I’m feeling anxious because of recent virus or hacker attacks.”

Animals have developed sophisticated mechanisms for surviving in an unpredictable, dynamic world, coupling the appraisals and evaluations of affect to methods for modulating the overall system. The result is increased robustness and error tolerance. Designers of computer systems might profit from their example.
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� Paper prepared for the IBM System Journal. Originally presented at the IBM Autonomic Computing Summit at T J Watson Research Center, May 14-15, 2002.





� There is beginning to emerge a substantial body of literature [7-10] on “affective computing,” systems designed to recognize or simulate human affect. Much of this work, however, does not deal with the design of machine architectures. Our own views have been particularly influenced by work that does, particularly that of Aaron Sloman [9, 11]. In common with Sloman, we propose that human information processing operates at three levels. Our three levels, the Reaction, the Routine, and the Reflection levels are related to, but somewhat different from those of Sloman (see [11]). In particular, whereas his reactive level is essentially the same as our Reaction level, his “deliberative reasoning” is related to but different from our “Routine” level, and his “meta-management” level is similarly related to but somewhat different from our Reflection level. Other differences are not relevant to this discussion. 





� Our use of “reflection” is related to the sense intended in computational reflection, whether in programming languages or operating systems. Both usages emphasize the capability of a system to examine its own operations, but the details and goals differ.
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