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1 Introduction

The GGFhassofar beentreatingmonitoringandotherinformationseparatelyHowever alot of monitoring
datawill endup in anarchive, andwe needto ensurethatthe datacanbe efficiently queriedwhenit gets
there. It is alsoseemgdlesirableto have a commoninterfaceto accesslata,whetherit is freshmonitoring
dataor datafrom anarchive. Considertheinformation:

Theshortbatd queueon the CSFsystermat RALhas34 jobsoniit.
To male this usefulmonitoringinformationit needsto have the time of the measurementecorded.This
givesatuplesuchas(RAL, CSF, SHORT, 34, 2001/5/02:16:07). A setof suchtuplescouldbe stored

in atable:

ComputingElementQueue

| Site | Facility | Queue| Count| Time/Date|

Anystructued datacanberepresentedn tablesin thismanner TheRDBMS communityhasbeendoingit
for years.

The GGF performancearchitecture[p doesnot specifythe protocolbetweenthe consumemandproducer |
wouldliketo restrictthisto beary protocolconsistenwith somechoserdatamodel-thatis onedatamodel
andary protocolconsistenwith thatmodel. The chosendatamodelmusthave the power to represenll
the querieswe needto make. LDAP, in commonwith otherhierarchicalstructuress fine if you knowall
the queriesin advanceasyou canbuild your databas¢o answerthat questionvery rapidly. Unfortunately
if youfail to anticipatethe questiongettingananswercouldbe very expensve. The LDAP querylanguage
cannofive resultshasedncomputatiorontwo differentobjectsin thestructure- or, expressedn relational
languagethereis nojoin operation.We cantake asexamplesUsageScenariod.4 and15 collectedby Ruth
Aydt[1], for whichit is very hardto seehow LDAP couldbeadequate.

As anaside,it is interestingo notethattherelationaldatabasevasofferedby Codd[d, 30 yearsago,asthe
solutionto theinflexibility of hierarchicalndnetwork databases.

It is pleasingo seeanothempaper by PeterDindasandBethPlale[3 whichis alsobeingpresenteét GGF1,
which hascometo mary of the sameconclusionsand shouldbe studiedto seemore of the advantageof
the relational (or takular) model. They adwcatean RDBMS to hold all the information and therefore



probablyhave no needto registerproducersl preferto usetherelationalmodelbut to keepthe performance
architecture[pto ensuregoodscaling,reliability andperformance.

To befair to LDAP, it doeshave oneadwantagein thatthereis a definedwire protocol. This doesnot exist
for SQL. However we could adoptthe solutionusedby MySQL[4] which allows remotedatabasedo be
accessed.

2 Registration of producers

Following the GGF performancearchitecture producersormally registerthemseles so thatthey canbe
foundby consumers.

Now if the RAL CSF hasa producerof ComputingElementQueumformation it can register itself as
Conput i ngEl ement Queue( Sit e=RAL, Facility=CSF). This is sayingthat it hasrows from the Com-
putingElementQueuer which two columnshave fixedvalue: Siteis RAL andFacility is CSF.

This information could be storedat the level of RAL by an RDBMS with both a consumerinterface
and a producerinterface. The producerwould register itself as Conput i ngEl ement Queue( Si t e=RAL) .
If anotherRDBMS held informationon all ComputingElementQueudkis would registeritself simply as
Conput i ngEl enent Queue.

Sotheruleis simply to register the nameof the table and the namesof any attributeswhich are fixedand
thevaluesof thoseattributes. Detailsof theregistrationprocedureareexplainedin section6

3 Protocolsand APIs

Themodell suggesheremakessomerestrictionsasit impliesthatthe protocolmustbe suitablefor trans-
mitting relationaldata.Whatis the desiredfunctionality of the protocol?

For a produceroffering rows from a singletableit is easyto malke it processan SQL SELECT statemenby

eitherstreamingrows which matchthe queryor returningthe latestrow if it matcheghe queryaccording
to whethera singleeventor a streamof eventsis requestedeasy The SQL statemenmmay of courseonly

requestertaincolumnsof thetable(or fieldswithin arow if you preferto think thatway).

To bring the benefitsof the relationalmodelwe wantto be ableto sendquerieswhich includejoins and
therebyselectinformationfrom two or moretables.Theresultof aan SQL SELECT statemenis normally
thatof adynamicallycreatedable.

For example we maybeinterestedn finding a queuewhichis nottoo long andwhich hasbheenup for some
time. Now the UpTime couldbeaddedasanattributeto the ComputingElement@blehowever thiswould be
inefficient asthe queuedengthvariesfrequentlybut the time whenthe queuestartedchangegerhapsvery
few months.Sowe needa secondable:

ComputingElementStarie

| Site | Facility | Queue| Time/Date|




It is now easyto formulatean SQL SELECTto returnthe(Site, Facility, Queue)which hasbeenupfor more
than24 hoursandwhich currently(saywithin the last 10 minutes)hasa queuelengthlessthan10. Thisis

doneby joining the tablesandprojectingout the desiredcolumns.Insteadwe could returnthe tuplesfrom

eachtablewhich contritute to the query In this way we keepthe communicatiorsimpleasthe only data
which move aroundaresimpleknown rows of atable.

To allow aggrgatefunctionsto be used(for exampleto computean average)andto be ableto reducethe
traffic to just whatis required,thefull power of SQL would be needed.You transmitan SQL queryanda
dynamicallyconstructedablecomesback. If this datawereto be madeavailablevia a producelinterfacea
new tablewould have to beregistereddescribingthis dynamicallyconstructedable.

It is clearly desirableo offer a consistenandsimple API to all producersandconsumer®f Grid informa-
tion. As hasalreadybeendemonstratedhe LDAP modelis not capableof addressinghe morecomple of
the GGF monitoringusecases.Allowing the LDAP andtherelationalmodelsto co-exist appeargo bring
no benefitin termsof expressie power andbringsneedlessomplity. Sowhatmightthe API look likein
apurerelationalsolution?For the producerfor eachtableit producest shouldregisterthetablenameand
theidentity andvalueof ary fixedattributes. Thena producersimply hasto announce tablenameandthe
row(s) of atable.

FortheconsumeAPI you senda SQL queryandgetbackrows of atableor requesthatrows of atableare
streamedo you. The client cananalyzethe queryandbasedon the tablesinvolved sendthe queryto the
right produceror producersQueriesvhich canbe processedy asingleproducercanbe handledefficiently,
but otherswill resultin thesomeoperationseingcarriedoutby theclientside. This suggestshattherewill

be advantgesin havingProducer/Consumer/RDBMS$itsableto hold datawhich will oftenbejoined In
factsucha unit might be createdautomaticallyandthendestroyed whenit is no longerfrequentlyused.

4 Timetolive

If dataarearchived assuggestegbore how do we decidewhento getrid of it. Theinformationmay no
longerbeupto date,but if we areinterestedn historicaldatathisis of no consequencel his meanghatthe
sourceof datais no judgeof its continuedworth andso TTLs areuseless Only the collectorof data,who
knows why heis collectingthe datacandevise a suitablestratey.

5 Surrogate keys

Normally smallintegersare usedas surrogate keys whendesigningdatabaseschemasA smallintegeris
usedastheprimarykey ratherthansomemorenaturalstringsothatit canbereferencednorecompactlyby
othertablesholdingthisinteger. Theallocationof thesesmallintegerswould bedifficult andit is suggested
thatthis practicenot beused.

6 Registration of producersand schemas

The schemanformationi.e. the table descriptionanustbe universallyknown. This is a problemfor ap-
plication monitoring datawherethe schemacould be very shortlived. One solutionis to ensurethat the
registrationof new tablesis easyto do.



If thereis morethanone produceroffering the samedatawhat shouldhappen?It could happenthat two
archivesaresetupto archive andoffer thesamedata.Many eventswill beidenticalthoughnotall becausef
differentcleanup stratgyiesandbecausef lossesvheretheproduceiis potentiallyfasterthanits consumers.
To male this lesslik ely the distinctionbetweenarchivesandproducersonly of freshdatashouldbe noted
in the producerdirectory An archive would only connectto a sourceof freshdataandwould not collect
from anotherarchive. Serviceswould exist which performcomputationsipondataandproducenew fresh
derived data. Finally therewill be pass-througltonsumer/producetbeseareneededy computercentres
wheretheir nodesare not visible from the outside. They mustbe able to passon datathey know nothing
about:i.e. usermonitoringdatafrom theapplications.

A possiblestratgy would be to only allow one sourceof information of a given type to registerand so
preventingary confusion. The registrationsystemwithin a computercentrewould not registerthe pass-
throughsbut thesewould beregisteredon theoutside.

Therewill notbe averylarge numberof producersn a Grid at ary onetime andeachonerequiresonly a
very smallamountof informationto be storedwhenit registers.Soa possiblesolutionwould beto have an
RDBMS holding both the schemaandthe available producers.This shouldduplicateitself over a number
of RDBMS aroundtheworld — all of which aretrying to becomeédentical. Whenyou register you useary

oneandtheinformationspreaddo all of them.Whenyouwantinformationyou justuseary one.

In the usualway we canhave atableto describethetablesandoneto describethe columnsof thetablesas
indicatedbelow, takingasanexamplethe two tablesshavn earlier TID (TableID)is actingasa surrogate
key andsoappearsn the columntableto shav which columnsappeain whichtables:

Table
[ TID | Name |
1 ComputingElementQueue

2 | ComputingElementStarihie

Column

|CID| Name |[TID |

1 Site 1
Facility
Queue
Count

Time/Date

Site
Facility
Queue

Time/Date

O OO NGB WN
NININDNRFPRP PP

The othertwo tablesshawv the registration of producers,correspondingo the three examplesshavn in
section2. TheArchive?field is Y for anarchve andN for freshdata.Thefield ValueAsStrindhasbeengiven
this namebecausét hasto hold the valueof afield of unknavn type.

1This examplealsoshaws to thosenot usedto therelationalmodelhow a simplehierarchy(atablewith columns)is represented
asapair of tables



Produceréble
| PTID [ TID | Archive? | URL |

1 1 N
2 1 Y
3 1 Y

ProducerColumn
| PCID | CID | ValueAsString| PTID |

1 1 RAL 1
2 2 CSF 1
3 1 RAL 2

Notice that herewe do use surrogatekeys and so care must be taken to renumberwhen informationis
moved from oneRDBMS to another Relatingthe smallintegersis tediousfor a humanreadingthe tables,
but integerstake lessspaceandarehandyfor indexing.

It would be usefulto add columnsto thesetablesto indicatewhen eachrecordwas added(at leastfor

the Producer@bletable). The producerswill periodicallyre-announcé¢hemselesandtheir recordwill be
droppedfrom thetableswhenthey areold if notrefreshed Whena producerregistersitself asa producer
of acertaintable,if thetableis notknown aboutit canbeaddedo theschemalf a Tableis notusedby ary

Producer®bleits definitioncanberemoved. This is corvenientfor schemaevolution.

Oneproblemwhich thiswill notsolve is the caseof two producergegisteringa tablewith the samename.
Eventuallythe nameswill move aroundthe systemandwill clash.In the sameway if we wishto preventa
producerregisteringitself with the sameinformationasan alreadyregisteredproducerthis will notalways
work reliably. A solutionto this problemwould be that eachcopy of the schema/rgistry RDBMS knew
aboutevery otheractive oneandso could synchronizéemportantchangesuchasa new tabledefinition.

7 Conclusions

It appearsbeneficialto supporta datamodel which can supportarbitrary queries. It seemspracticalto
introducethe relationalmodel without any major impact uponthe GGF performancearchitecture. The
mechanisnfor partitioning and managinga distributed RDBMS outlined in this paperseemspractical.
Plansareto startbuilding prototypessoonto verify this.
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