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This article surveys the current state of security issues and available defense 

mechanisms regarding popular online social networks. It covers a wide 

variety of attacks and the corresponding defense mechanisms, if available. 

The authors organize these attacks into four categories — privacy breaches, 

viral marketing, network structural attacks, and malware attacks — and focus 

primarily on privacy concerns. They offer an in-depth discussion of each 

category and analyze the connections among the different security issues  

involved.

O ver the past few years, the popu-
larity of online social networks 
(OSNs) such as Facebook, Twit-

ter, and Orkut has grown tremendously. 
OSNs are built on real-world social rela-
tionships and provide their users with 
a wide variety of virtual-interaction  
mechanisms. As OSNs have become 
critical online communication plat-
forms integrated into society’s daily 
life, the security risks accompanying 
such developments have raised concerns 
in industry, academia, and government.

This survey provides a compre-
hensive view of the security issues in 
OSNs today. We cover a wide variety of 
attacks and the corresponding defense 
mechanisms. We organ ize these 
attacks into four broad categories:  
privacy breaches, viral marketing, net-
work structural attacks, and malware 
attacks. Privacy breach attacks are 
either unique to OSNs or become fea-
sible for large-scale studies because of 
OSNs’ emergence. They are the main 

focus of this survey; the other three 
categories aren’t new by themselves, 
but they have a new context in OSNs 
and are worth reexamining. In particu-
lar, they heavily exploit the credulity 
and carelessness of people tricked by 
social-engineering techniques. These 
various types of attacks aren’t com-
pletely separate from one another, but 
rather are closely intertwined and are 
sometimes combined.

Privacy Breach Attacks
Users provide an astonishing amount 
of personal information voluntarily, 
and OSN service providers store this 
information. Ralph Gross and Ales-
sandro Acquisti studied the Facebook 
users in the Carnegie Mellon Univer-
sity network and discovered that 90.8 
percent of users uploaded their images, 
87.8 percent revealed their birth dates, 
39.9 percent shared their phone num-
bers, and 50.8 percent listed their cur-
rent addresses.1 Such an abundance of 
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readily available personal information makes 
privacy breach a unique angle of attack in 
OSNs.

Three primary parties interact with one 
another in an OSN: the service provider, the 
users, and third-party applications.

Breaches from Service Providers
OSNs’ current client–server architecture inher-
ently dictates that users must trust service pro-
viders to protect all the personal information 
they’ve uploaded. However, service provid-
ers can obviously benefit from examining and 
sharing this information — for advertising pur-
poses, for example. Because service providers 
have the power to use such information how-
ever they wish, researchers have raised serious 
concerns and have attempted to redress this 
power imbalance.

Researchers have proposed various alter-
native OSN architectures as defenses. These 
proposals suggest that users should dictate 
the fine-grained policies regarding who may 
view their information. To enforce this user-
defined policy, the OSN stores the information 
with encryption, so that no entity — not even 
the OSN service provider — can see the infor-
mation unless the owner has somehow granted 
access to it. For example, Persona uses decen-
tralized storage so that users can choose where 
in the network to store their information.2 Per-
sona supports both public-key cryptography 
(to share information with any single entity in 
the network) and attribute-based encryption (to 
share content with entire groups).

Similarly, Lockr separates social network  
content from OSN functionalities.3 This approach 
lets users decide where to store their informa-
tion without interrupting the OSN functional-
ities. In Lockr, the recipient of digitally signed 
social relationships can provide these signed 
social relationships to the OSN as proof to  
fetch social data. Lockr then ensures that the 
OSN can’t reuse the signed social relationships 
for unintended purposes.

Jonathan Anderson and his colleagues have 
proposed an OSN architecture consisting of 
smart clients and an untrusted central server.4 
The server stores encrypted data so that it’s 
available only for those who have been granted 
access to it. Thus, the client can access user 
information only if the owner’s client mediates 
the access.

Breaches from Other Users
OSNs facilitate communication among friends. 
While fulfilling this purpose, service providers 
protect users’ privacy from unconfirmed access. 
As a trade-off, all major OSNs let a user’s 
friends access the personal information the user 
has uploaded to his or her profile by default, 
while blocking others from doing so. However, 
the notion of “friends” in an OSN is merely a 
social link that the two users have agreed to 
establish in that OSN, regardless of the actual 
offline relationship. This discrepancy provides 
a potential channel for stealing personal infor-
mation by befriending users in OSNs.

Even the simplest forms of such attacks are 
successful. For example, 75,000 out of 250,000 
random Facebook users contacted using an 
automatic script accepted the script’s request to 
become a Facebook friend.5

Leyla Bilge and her colleagues have pre-
sented two more-sophisticated attacks.6 The 
first attack is called same-site profile cloning. 
An attacker duplicates a user’s profile in the 
same OSN and uses the duplication to send out 
friend requests to the user’s friends. Believ-
ing the request has come from a familiar per-
son, the unalerted friends can accept it and 
thereby expose their personal information to 
the attacker.

The second attack is cross-site profile clon-
ing. The attacker identifies a user from OSN A, 
along with this user’s friend list. The attacker 
then duplicates the profile to OSN B, where the 
user hasn’t yet registered, and sends out friend 
requests on OSN B to the target’s friends who 
have also registered on OSN B. Cross-site pro-
file cloning is potentially more dangerous than 
same-site cloning because it’s less likely to 
arouse suspicion.

Currently, no definitive defense can protect 
against such attacks. However, Bilge and her 
colleagues suggest increasing users’ alertness 
concerning their acceptance of friend requests.6 
Also, improving the strength of Captcha can 
help prevent large-scale profile-cloning attacks 
using automated scripts.

Breaches from Third-Party Applications
As OSNs expand their services, third-party 
applications are flourishing because of user  
demands for additional functionalities. Although 
these applications reside on the OSN platform, a 
third party develops them, so they’re essentially 
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untrusted. In addition, users must grant the 
application access to their personal data before 
they can install those applications, because 
such access is necessary for some applications 
to perform their functionality. For example, a 
horoscope application must know the user’s 
birthday.

Unfortunately, neither the service provider 
nor the users know exactly which piece of infor-
mation is truly necessary for the applications. 
As a result, they must trust the applications to 
correctly declare the information they need. In 
addition, the mechanism to monitor how the 
applications manipulate the personal informa-
tion is missing. This leaves the door open for 
the applications to misuse that information. For 
example, a popular Facebook application, Com-
pare Friends, promised users privacy when they 
expressed opinions about their friends, and 
then later offered to sell that information.7

Kapil Singh, Sumeer Bhola, and Wenke Lee 
have proposed XBook to counter such attacks.7 
They use information flow models to control 
what untrusted applications can do with the 
information they receive. In the XBook design, 
applications have a set of components. Any 
communication between two components, or 
between a component and an external entity, 
can occur only via XBook APIs. When adding 
a particular application, the user receives a list 
of the personal information that the applica-
tion requests to access and share with external 
entities. Then, XBook ensures that the appli-
cation can access and share the information 
only according to what the user has explicitly 
agreed. However, because XBook relies on the 
list of personal information provided by the 
application in the first place, it only solves  
the problem of monitoring how the application 
manipulates this personal information. How to 
determine which information the application 
actually needs is still an open question.

Recently, Facebook updated its privacy pol-
icy so that applications must obtain specific 
approval from users before gaining access to 
any personal information that isn’t available to 
“everyone.”

Reidentification and De-anonymization
OSN operators and researchers are increas-
ingly sharing anonymized (that is, all person-
ally identifiable information has been removed) 
social network structure with other researchers, 

application developers, and advertisers. Unfor-
tunately, de-anonymizing attacks might be 
able to reidentify a particular user in the ano-
nymized social network, thus defeating anony-
mization and breaching that user’s privacy.

Lars Backstrom, Cynthia Dwork, and Jon 
Kleinberg have presented an active attack 
and a passive attack.8 In the active attack, 
the adversary registers a few accounts in the 
social network, creates a link pattern among 
those accounts, and connects them to the target 
users. After the anonymization, the adversary 
can efficiently reidentify the created nodes as 
well as the target users. In the passive attack, 
the adversary doesn’t create new nodes or edges 
for de-anonymization, but rather exchanges 
structural information with a small coalition 
of friends and uniquely identifies this coali-
tion’s subgraph, which enables those colluding 
friends to locate themselves.

Arvind Narayanan and Vitaly Shmatikov 
have presented another large-scale passive 
attack.9 In this attack, the adversary iden-
tifies individual users by building a map-
ping between the target anonymized graph 
and the auxiliary graph on the basis of the 
intuition that the network topology for the 
same user in different social networks is still  
similar.

Gilbert Wondracek and his colleagues show 
that group membership in the OSN is suf-
ficient to uniquely de-anonymize the user.10 
In addition, they exploit the attack technique 
called history stealing to identify the groups to 
which the user behind a browser belongs. Con-
sequently, a malicious website could uncover 
user information (for instance, their full  
names).

The implication of de-anonymizing attacks 
is far-reaching. For example, in recent years, 
identity theft has become a widespread concern. 
To an identify-theft criminal, the most criti-
cal, valuable piece of information is a person’s 
social security number (SSN). Knowing the 
structure of the nine-digit SSN, an attacker can 
use information revealed from OSNs to uncover 
the first five digits.1

Defense against de-anonymization attacks 
often involves increasing the difficulty of 
data acquisition for the attacker because such 
attacks usually require a relatively large vol-
ume of data. Little can be done from the cli-
ent side, whereas server-side defense is more 
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promising. For example, Wondracek and his 
colleagues suggest using dynamic hyperlinks 
to effectively hinder the automatic collection 
of data.10 Even adding a simple, alphanumeric 
string two characters long as the token for each 
URL can increase the attacker’s search space by 
a factor of 3,844.

Viral Marketing
Because OSNs are formed by real people, they 
are tempting targets for viral marketing, which 
has therefore easily invaded them. The public 
perception that OSNs encompass friends, fam-
ily, and acquaintances makes users prone to 
trust messages they receive in OSNs. In addi-
tion, aided with the information extracted 
from user profiles, spammers can often exploit 
social-engineering tricks to enhance viral mar-
keting’s effectiveness.

Spam in OSNs
Two types of spamming activities in OSNs 
are worth noting. The first is context-aware 
spamming,11 which is likely to have a high 
click-through rate because of the increased 
authenticity recipients perceive. The spammer 
achieves the high click-through rate by taking 
advantage of the shared context among friends 
on social networks. Moreover, OSNs provide 
search functionality to help locate users with 
certain properties (location, school, workplace, 
and so on), and this functionality enhances the 
spammer’s ability to discover a well-defined 
target set.

The second type is broadcast spamming, 
which doesn’t have specific targets, but rather 
abuses public interaction mechanisms to dis-
seminate information. For example, spammers 
might pollute a collaborative tagging system 
such as www.delicious.com. In such a system, 
any user could annotate any resource in the 
system using free-form tags. Spammers exploit 
this freedom to associate the resource with mis-
leading tags that direct users to the adversary’s 
links.12

Phishing and Account Attacks
A phishing attack targets OSN users’ confiden-
tial information (OSN account credentials, email 
address, online banking, and so on). If it targets 
OSN account credentials, such an attack is usu-
ally combined with spamming to complete the 
viral-marketing process.

Phishing attacks in OSNs don’t differ essen-
tially from those traditionally executed through 
email, although they have higher success rates. 
Tom Jagatic and his colleagues have conducted 
experiments that involve real phishing attacks 
on real users. They show that, aided with infor-
mation obtained from OSNs, phishing is four 
times more effective than “blind” attempts.13 
With the obtained personal information, an 
attacker can better impersonate the victims’ 
friends and acquaintances and spoof email mes-
sages to direct the victims to sites where they’re 
prompted for their usernames and passwords.

Defense Mechanisms
The centralized administration of OSNs facili-
tates the enforcement of spam control. The pro-
posed countermeasures form three categories: 
detection, demotion, and prevention. Paul Hey-
mann, Georgia Koutrika, and Hector Garcia-
Molina offer detailed descriptions on all three 
forms of countermeasures.14

Plausible defense mechanisms for phishing 
attacks are mostly on the client side, given the 
voluntary nature of users’ sharing their confi-
dential information. Digitally signed emails can 
prevent spoofed email messages from fooling 
recipients; browser toolbars can also alert users 
when they’re prompted for usernames and pass-
words at suspicious sites.15

Network Structural Attacks
One popular type of attack is the Sybil attack, 
which an adversary launches by exploiting the 
network structure.16

Sybil Attacks and Social Networks
In a Sybil attack, an individual entity mas-
querades as multiple simultaneous identities. 
Researchers have extensively studied Sybil 
attacks in the other areas of computer net-
works such as peer-to-peer (P2P) systems. How-
ever, such attacks also pose serious threats to 
OSN security because social networks contain 
many users interacting spontaneously as peers 
interacting in a P2P network. The fundamental 
problem is that one entity can control multiple 
identities in the system. By manipulating these 
identities, the adversary can render the result 
of the applications running on the system ques-
tionable, if not incorrect. A concrete example is 
that by controlling many identities, the adver-
sary can promote the popularity and reputation 
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of an account in e-commerce settings by voting 
the target account as “good.”

In a more sophisticated scenario, a de-
anonymization attack can leverage a Sybil 
attack.8 The adversary strategically creates new 
accounts and links them in the network, so that 
when the anonymized network is released, he or 
she can recover information using the particu-
lar topological feature introduced by the Sybil 
accounts.

To launch a Sybil attack, the adversary 
needs only the OSN accounts. Depending on the 
different attack goal, the number of accounts 
required can vary from as small as seven (as in 
the attack demonstrated by Backstrom, Dwork, 
and Kleinberg8) to thousands (for manipulating 
voting results).

Defense Mechanisms
Currently, three main categories of defense 
mechanisms can help prevent the entrance of 
Sybil nodes or identify those nodes. Although 
researchers have proposed all these defense 
mechanisms for P2P systems, they apply to 
OSNs as well.

Trusted certification. In trusted certification, 
only verified users can enter the network. This 
has proven to be the only technique that can 
potentially completely eliminate Sybil attacks.16 
The approaches proposed by Miguel Castro and 
his colleagues,17 as well as numerous others, 
fall into this category. However, this method 
requires a centralized authority verifying each 
individual identity, and this requirement is 
considered a shortcoming for the actual deploy-
ment of such techniques in P2P networks. For-
tunately, the OSN naturally has a centralized 
authority — the site itself — which makes such 
approaches somewhat feasible. However, such 
verification eventually must be done manually, 
so there are still scalability issues for larger 
networks.

Resource testing. The second category of 
defense involves resource testing, which inves-
tigates computing ability, storage ability, net-
work structure, network bandwidth, and the 
number of IP addresses associated with the 
nodes representing actual users. Haifeng Yu 
and his colleagues have proposed SybilGuard,18 
a decentralized approach that identifies Sybil 
nodes having extremely small “quotient cuts” 

between them and the honest nodes. Estab-
lished trust relationships — represented as friend-
ship links — among legitimate users in a social 
network form an honest region of the network 
and are “fast mixing” (that is, the legitimate 
nodes have good connectivity to the rest of the 
social graph). Meanwhile, attackers could create 
many Sybil nodes, but relatively few of them 
will establish trust relationships in the honest 
region. On the basis of this insight, SybilGuard 
relies on a special random walk in the graph, 
as well as the intersections between different 
walks, to identify small quotient cuts between 
the honest region and the Sybil region.

Recurring costs. Sybil attacks can’t be launched 
until a significant number of Sybil nodes are 
created. Therefore, some approaches try to 
impose an additional cost during node creation. 
Besides using Turing tests such as Captcha, 
using recurring validation mechanisms can 
also significantly increase the cost of creating 
many Sybil nodes.19

Malware Attacks
In addition to file sharing and email, attack-
ers are also exploiting OSNs to spread mali-
cious software. Attackers can spread worms and 
establish botnets more easily because of the rich 
and frequent interactions in the OSN. Malware 
can propagate over social networks via profile, 
interaction, and third-party applications.

The Koobface worm is one of the most noto-
rious worms in OSNs.20 It’s the first malware to 
have a successful and continuous run propa-
gating through social networks. It executes an 
attack by automating Internet browsers to per-
form the following tasks:

1. Register and activate a Facebook account 
using a Gmail address.

2. Join random Facebook groups, adding Face-
book friends.

3. Post messages on the friends’ walls that con-
tain links to the Koobface loader component.

Another worm also targeting Facebook uses 
cross-site request forgery (CSRF or XSRF) to 
spread itself.21 This worm lures unsuspecting 
users to click on a link. If the user does so, he or 
she opens an exploited page that calls a sequence 
of other pages and scripts. Eventually, the 
worm presents a form submission to Facebook  
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as if the victim himself submitted a URL for a 
wall post and clicked on the “Share” button to 
confirm the posting. Next, all his friends will 
see this message as well as the link.

Almost all major OSNs are targeted by one 
type of malware or another, such as worms, 
information stealers, and password stealers — 
for example, Grey Goo targeting Second Life, 
JS/SpaceFlash targeting MySpace, Kut Wormer 
and Scrapkut targeting Orkut, and Secret Crush 
targeting Facebook.22

On the defense side, Wei Xu, Fangfang Zhang, 
and Sencun Zhu have proposed a maximum- 
coverage algorithm that selects a subset of nor-
mal OSN users to whom the defense system 
attaches “decoy friends” to monitor the entire 
social graph.20 Once the decoys receive suspi-
cious worm propagation evidence, the system 
performs local and network correlations to dis-
tinguish actual worm evidence from normal 
user communication.

Comprehensive View of OSN Attacks
The categories of attacks we’ve discussed are 
representative of the most common threats 
reported today. Table 1 summarizes the differ-
ent types of attacks.

In Table 1, “attack difficulty” refers to the 
technical difficulty of launching the attack. 
Certain types of attacks, such as Sybil attacks, 
require advanced technical knowledge to cre-
ate the necessary components and exploit the 
propagation vectors. Other types, such as spam-
ming, require very little knowledge of computer 
network systems. “Server defense effectiveness” 
indicates whether a server-side defense mecha-
nism exists and, if so, whether this defense is 
effective; similarly, the table compares user-
side defense mechanisms.

Table 1 also compares the threat levels these 
attacks pose to users. We consider an attack 
as posing a high threat level when it directly 
threatens the sensitive data that the users wish 

to protect or causes irreversible damage to the 
system’s privacy and anonymity.

Finally, the different types of attacks 
are often closely intertwined. An adversary 
could launch one type of attack in the form 
of another (such as using a Sybil attack for  
de-anonymization, as we discussed earlier), or 
one attack could require the assistance of (or 
data obtained from) another attack.

For example, account information obtained 
from phishing can be used for spamming. The 
efficacy of doing so is twofold: the undermined 
accounts provide spamming targets (most com-
monly, their friend lists), as well as enabling 
access to otherwise protected information 
that the spammer could use for context-aware 
spamming. Of course, an adversary could also 
use such information for de-anonymization and 
information stealing, or could use these under-
mined accounts to originate the spread of mal-
ware as well.

Similarly, it’s possible to use stolen or de-
anonymized user information for phishing. As 
we’ve discussed previously, such information 
greatly increases a phishing attack’s success rate 
by lowering the recipients’ alertness because of 
messages spoofed with their personal and rela-
tionship information. Therefore, an effective 
defense against any type of security threat in 
OSNs requires considering other threats at the 
same time. While addressing a particular issue, 
we need to keep in mind whether other types of 
attacks can circumvent the designed methodology, 
as with a privacy control system and a profile- 
cloning attack: a successful profile-cloning 
attack can undermine the system, regardless of 
how advanced or sophisticated that system is.

Designing an effective defense can be dif-
ficult because increased security procedures 
might reduce the enjoyment of the Web ser-
vice. OSN service providers often face a trade-
off between security and user friendliness. 
For example, Bilge and her colleagues suggest 

Table 1. Comparison of the different types of attacks.

Measure Information leak De-anonymizing Phishing Sybil Malware Spamming

Attack difficulty Easy to medium Medium Easy Hard Hard Easy

Server defense 
effectiveness

Yes, but with 
limited effectiveness

No No Yes Yes, but with 
limited effectiveness

Yes

User defense 
effectiveness

Yes No Yes No Yes, but with 
limited effectiveness

No

Threat to user High Medium to high High Medium High Low
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increasing Captcha tests’ strength and fre-
quency.6 In practice, however, users might get 
frustrated by overly difficult Captchas or be 
deterred from using certain functionalities 
because of frequent Captcha tests. Moreover, a 
commercial setting would also require consider-
ing business interests during the development of 
security mechanisms.

Another aspect that the literature has repeat-
edly emphasized is user awareness. For the 
majority of security threats, if users don’t take 
the initiative to protect their information, most 
server-end defenses would fail disastrously.

O SNs are playing an increasingly impor-
tant role in the Internet community today. 

Their future development hinges on their 
ability to deliver enjoyable services without 
undermining users’ information security. We 
hope this article provides insights and clues 
that will lead to future improvements in OSN  
security. 
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